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ABSTRACT: The robustness, efficiency and effectiveness of Bees Algorithm and Firefly Algorithm 

were compared by analyzing the minimization of the objective function and the step responses of 

the closed-loop systems with Proportional-Integral-Differential (PID) controller. An objective 

function comprises peak overshoot, Mp, steady-state error, ess, rise time, Tr and settling time, Ts 

compares acceptable solutions and selects the best one with respect to an optimized design. The 

parameters of PID controller i.e. Kp, Ki and Kd must be properly selected as the selection affects the 

transient response of a system. The best combination of parameters reduces problems such as 

nonlinearities encountered by industrial plants. Therefore, PID parameters were determined by 

analyzing the average and standard deviation of cost returned by the cost function. After analyzing 

the minimization of cost function and the dynamic performance specifications of the closed-loop 

systems, both algorithms had good performance in general. Nevertheless, Firefly Algorithm 

outperformed Bees Algorithm in terms of fast convergence rate. The good performance of Firefly 

Algorithm reflected on the importance of its parameters; brightness, β, and attractiveness, I which 

dictated the search for the best solutions in a short time.  
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1.0 INTRODUCTION  

Algorithms were developed in earlier years to carry out the optimization procedures. Most of 

optimization problems produce many local optima solutions. Therefore, selecting good 

optimization technique is important because it ensures that the method does not only searches in 

the neighborhood of the best solution as to avoid mislead in search process. Therefore, optimization 

algorithm is the procedure to find the best solution from the set of all feasible solutions. 

 

Basically, the aim of optimization algorithm is to minimize or to maximize the value of an objective 

function. The algorithm will continuously search for the best solutions until a stopping criterion is 

satisfied. Despite that, the optimization algorithm should have a mechanism to balance between 

global and local search [1]. A suitable optimization algorithm would involve in finding peaks in a 

fitness landscape or valleys in the cost landscape. 

 

In many real-life applications, the optimization functions may not behave well mathematically, 

and it is a well-known challenge in searching for a global optimal solution [2]. Although many 

optimization methods such as Genetic Algorithm, Simulated Annealing and some other algorithms 

have been developed, but these algorithms have some weaknesses such as getting trapped to local 

optima and slower execution time. 

 

In short, due to the computational drawbacks of mathematical techniques and methods such as 

complex derivatives, sensitivity to initial values, and the large amount of enumeration memory 

required, researchers relied on meta-heuristic algorithms based on simulations and some degree 

of randomness to solve optimization problems [3]. But these meta-heuristic approaches are not 

very accurate, and they do not always return the optimal solution, in most cases they give a near 
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optimal solution with less effort and time than the mathematical methods [4]. 

 

2.0 METHODOLOGY 

In this study, two different plant transfer functions are chosen from research papers. Based on 

research paper by Pareek et al. in [5], Gp1 (namely System A) is used and another plant transfer 

function, Gp2 (namely System B) from a research paper by Wadhwani and Verma in [6]. Eq. (1) and 

Eq. (2) represent the plant transfer functions used in this work, System A and System B, respectively. 
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A cost function (Eq. 3) to evaluate the response of the system is selected from [7-9]. The cost 

function is chosen because it is defined such a way that it selects best PID parameters with good 

dynamic performance in terms of the four criteria in the function. 
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Two sets of control parameters are selected and compared for each algorithm. Each algorithm are 

then executed for 200 iterations for 20 runtimes. Graphs of average cost, standard deviation of cost 

are plotted. Then the closed-loop systems are tested with the best PID parameters with the lowest 

cost. Finally, the dynamic performance specifications of both systems with both algorithms are 

compared. 

 

3.0 RESULTS 

Figure 1(a) and 1(b) show graph of cost value plotted against iterations for Bee50 and Bee40, using 

ρ = 0.5 and ρ = 1.5 respectively. Table 1 shows the lowest cost value obtained by Bee50 and Bee40 

for ρ = 0.5 and ρ = 1.5. The set of control parameters which returned the best cost is highlighted and 

hence, the set was chosen for the comparison study.  

 

(a) 

 

(b) 

Fig. 1: Plot of cost value versus iterations for Bee Algorithm, Bee50 and Bee40 using (a) ρ=0.5 and 

(b) ρ=1.5 

Table 1: Lowest cost value for Bee50 and Bee40 (ρ=0.5 and ρ=1.5) 

ρ value Bee50 Bee40 

ρ=0.5 0.6204 0.6321 

ρ=1.5 0.5514 0.5703 

 

Figure 2(a) and 2(b) show graph of cost value plotted versus iterations for FF20 and FF40 (refer 

Table 2) using ρ = 0.5 and ρ = 1.5 respectively. Table 2 shows the lowest cost value obtained by 
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FF20 and FF40 for ρ =0.5 and ρ = 1.5. The set of control parameters which returned the best cost 

was highlighted and hence, the set was chosen for the comparison study.  

(a) (b) 

Fig. 2: Plot of cost value versus iterations for Firefly algorithm, FF20 and FF40 using (a) ρ=0.5 and 

(b) ρ=1.5 

Table 2: Lowest cost value for FF20 and FF40 (ρ=0.5 and ρ=1.5) 

ρ value FF20 FF40 

ρ=0.5 0.7768 0.6598 

ρ=1.5 0.6158 0.5588 

 

Figure 3 depicts corresponding step response of System A using PID gains tuned using Bees 

Algorithm and Firefly Algorithm with ρ=0.5 and ρ=1.5 respectively. While, Table 3 shows the 

corresponding dynamic performance specifications of System A for (a) ρ=0.5 and (b) ρ=1.5. 

 

(a) (b) 

Fig. 3: Step response of System A with Bees Algorithm and Firefly Algorithm with (a) ρ=0.5 and 

(b) ρ=1.5 
 

Table 3: Dynamic performance specifications of System A for (a) ρ=0.5 and (b) ρ=1.5 
  ρ=0.5 ρ=1.5 

Bees Algorithm Firefly Algorithm Bees Algorithm Firefly Algorithm 
Mp (%) 0.000241 0 0 0 
Ts (s) 1.8107 2.1442 2.2085 2.2153 
Tr (s) 1.1645 1.3808 1.4142 1.4257 
ess (s) 0.5000 0.5000 0.5000 0.5000 

Peaktime (s) 2.2262 2.6279 10.1319 2.7280 

 

3.0 CONCLUSION 

Based on the step responses and dynamic performance specifications, Bees Algorithm and Firefly 

Algorithm have equally good dynamic performance specifications with slight variation in cost 

values. It can be shown that both algorithms managed to find nearly optimal solutions which 
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returned low cost values. 
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